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Abstract

Of�ine goal-conditioned reinforcement learning (GCRL) promises general-purpose
skill learning in the form of reaching diverse goals from purely of�ine datasets. We
proposeGoal-conditionedf -AdvantageRegression (GoFAR), a novel regression-
based of�ine GCRL algorithm derived from a state-occupancy matching perspec-
tive; the key intuition is that the goal-reaching task can be formulated as a state-
occupancy matching problem between a dynamics-abiding imitator agent and an
expert agent that directly teleports to the goal. In contrast to prior approaches,
GoFAR does not require any hindsight relabeling and enjoys uninterleaved opti-
mization for its value and policy networks. These distinct features confer GoFAR
with much better of�ine performance and stability as well as statistical performance
guarantee that is unattainable for prior methods. Furthermore, we demonstrate
that GoFAR's training objectives can be re-purposed to learn an agent-independent
goal-conditioned planner from purely of�ine source-domain data, which enables
zero-shot transfer to new target domains. Through extensive experiments, we
validate GoFAR's effectiveness in various problem settings and tasks, signi�cantly
outperforming prior state-of-art. Notably, on a real robotic dexterous manipulation
task, while no other method makes meaningful progress, GoFAR acquires complex
manipulation behavior that successfully accomplishes diverse goals.

1 Introduction

Goal-conditioned reinforcement learning [18, 43, 39] (GCRL) aims to learn a repertoire of skills
in the form of reaching distinct goals.Of�ine GCRL [6, 47] is particularly promising because it
enables learning general goal-reaching policies from purely of�ine interaction datasets without any
environment interaction [28, 25], which can be expensive in the real-world. As of�ine datasets
contain diverse goals and become increasingly prevalent [9, 19, 6], policies learned this way can
acquire a large set of useful primitives for downstream tasks [30]. A central challenge in GCRL is the
sparsity of reward signal [3]; without any additional knowledge about the environment, an agent at a
state typically only accrues positive binary reward when the state lies within the goal neighborhood.
This sparse reward problem is exacerbated in the of�ine setting, in which the agent cannot explore
the environment to discover more informative states about desired goals. Therefore, designing an
effective of�ine GCRL algorithm is a concrete yet challenging path towards general-purpose and
scalable policy learning.

In this paper, we present a novel of�ine GCRL algorithm,Goal-conditionedf-AdvantageRegression
(GoFAR), �rst casting GCRL as a state-occupancy matching [27, 32] problem and then deriving a
regression-based policy objective. In particular, GoFAR begins with the following goal-conditioned
state-matching objective:

min
�

DKL (d� (s; g)kp(s; g)) (1)
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Finally, we showcase GoFAR's planning capability in a cross-robot zero-shot transfer task. To
summarize, our contributions are:

1. GoFAR, a novel of�ine GCRL algorithm derived from goal-conditioned state-matching
2. Detailed technical derivation and analysis of GoFAR's distinct features: (1) relabeling-free,

(2) uninterleaved optimization, and (3) planning capability
3. Extensive experimental evaluation of GoFAR, validating its empirical gains and capabilities

2 Related Work

Of�ine Goal-Conditioned Reinforcement Learning. One core challenge of (of�ine) GCRL [18,
43] is the sparse-reward nature of goal-reaching tasks. A popular strategy is hindsight goal relabel-
ing [3] (or HER), which relabels off-policy transitions with future goals they have achieved instead
of the original commanded goals. Existing of�ine GCRL algorithms [6, 47] adapt HER-based online
GCRL algorithms to the of�ine setting by incorporating additional components conducive to of�ine
training. [6] builds on actor-critic style GCRL algorithms [3] by adding conservative Q-learning [24]
as well as goal-chaining, which expands the pool of candidate relabeling goals to the entire of�ine
dataset.

Besides actor-critic methods, goal-conditioned behavior cloning, coupled with HER, has been shown
to be a simple and effective method [14]. [47] improves upon [14] by incorporating discount-factor
and advantage function weighting [37, 38], and shows improved performance in of�ine GCRL.
Diverging from existing literature, GoFAR does not tackle of�ine GCRL by adapting an online
algorithm; instead, it approaches of�ine GCRL from a novel perspective of state-occupancy matching
and derives an elegant algorithm from the dual formulation that is naturally suited for the of�ine
setting and carries many distinct properties that make it more stable, scalable, and versatile.

State-Occupancy Matching.State occupancy matching objectives have been shown to be effective
for learning from observations [32, 49], exploration [27], as well as matching a hand-designed target
state distribution [13]; occupancy matching, in general, has been explored in the imitation learning
literature [17, 45, 13, 20]. Our strategy of estimating the state-occupancy ratio is related to DICE
techniques for of�ine policy optimization [33, 35, 26, 21, 32]. The closest work to ours is [32], which
proposedf -divergence state-occupancy matching for of�ine imitation learning. Our work shows
that such a state-occupancy matching approach can be applied to GCRL. Algorithmically, GoFAR
differs from [32] in that it does not require a separate dataset of expert demonstrations; it achieves
this by modifying the discriminator, and in some settings can even be used without a discriminator,
whereas a discriminator is always required by [32]. Furthermore, we derive several new algorithmic
properties (Section 4.2-4.4) that are novel and particularly advantageous for of�ine GCRL.

3 Problem Formulation

Goal-Conditioned Reinforcement Learning. We consider an in�nite-horizon Markov decision
process (MDP) [40] M = ( S; A; R; T; � 0; 
 ) with state spaceS, action spaceA, deterministic
rewardsr (s; a), stochastic transitionss0 � T(s; a), initial state distribution� 0(s), and discount
factor
 2 (0; 1]. A policy � : S ! �( A) outputs a distribution over actions to use in a given state.
In goal-conditioned RL, the MDP additionally assumes a goal spaceG := f � (s) j s 2 Sg, where the
state-to-goal mapping� : S ! G is known. Now, the reward functionr (s; g)1 as well as the policy
� (a j s; g) depend on the commanded goalg 2 G. Given a distribution over desired goalsp(g), the
objective of goal-conditioned RL is to �nd a policy� that maximizes the discounted return:

J (� ) := Eg� p(g) ;s0 � � 0 ;a t � � ( �j st ;g) ;s t +1 � T ( �j st ;a t )

"
1X

t =0


 t r (st ; g)

#

(2)

Thegoal-conditionedstate-action occupancy distributiond� (s; a; g) : S � A � G ! [0; 1] of � is

d� (s; a; g) := (1 � 
 )
1X

t =0


 t Pr(st = s; at = a j s0 � � 0; at � � (st ; g); st +1 � T(st ; at )) (3)

which captures the relative frequency of state-action visitations for a policy� conditioned on goalg.
The state-occupancy distribution then marginalizes over actions:d� (s; g) =

P
a d� (s; a; g). Then, it

1In GCRL, the reward function customarily does not depend on action.
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follows that� (a j s; g) = d� (s;a ;g)
d� (s;g) . A state-action occupancy distribution must satisfy theBellman

�ow constraint in order for it to be an occupancy distribution for some stationary policy� :
X

a

d(s; a; g) = (1 � 
 )� 0(s) + 

X

~s;~a

T(s j ~s; ~a)d(~s; ~a; g); 8s 2 S; g 2 G (4)

We writed� (s; g) = p(g)d� (s; g) as the joint goal-state density induced byp(g) and the policy� .
Finally, givend� , we can express the objective function (2) asJ (� ) = 1

1� 
 E(s;g ) � d� (s;g ) [r (s; g)].

Of�ine GCRL. In of�ine GCRL, the agent cannot interact with the environmentM ; instead, it is
equipped with a static dataset of logged transitionsD := f � i gN

i =1 , where each trajectory� ( i ) =
(s( i )

0 ; a( i )
0 ; r ( i )

0 ; s( i )
1 ; :::; g( i ) ) with s( i )

0 � � 0 andg( i ) is the commanded goal of the trajectory. Note
that trajectories need not to be generated from agoal-directedagent, in which caseg( i ) can be
randomly drawn fromp(g). We denote the empirical goal-conditioned state-action occupancies of
DO asdO (s; a; g).

4 Goal-Conditionedf -Advantage Regression

In this section, we introduce Goal-conditionedf -Advantage Regression (GoFAR). We �rst derive the
algorithm in full (Section 4.1), then delve deep into its several appealing properties (Section 4.2-4.4).

4.1 Algorithm

We �rst show that goal-conditioned state-occupancy matching is a mathematically principled approach
for solving general GCRL problems, formalizing the teleportation intuition in the introduction.

Proposition 4.1. Given anyr (s; g), for eachg in the support ofp(g), de�nep(s; g) = er ( s ;g )

Z (g) , where

Z (g) :=
R

er (s;g) ds is the normalizing constant. Then, the following equality holds:

� DKL (d� (s; g)kp(s; g)) + C = (1 � 
 )J (� ) + H(d� (s; g)) (5)

whereJ (� ) is the GCRL objective (Eq.(2)) with rewardr (s; g) andC := Eg� p(g) [logZ (g)].

See Appendix E.1 for proof. This proposition states that, for any choice of rewardr (s; g), solving the
GCRL problem with a maximum state-entropy regularization is equivalent to optimizing for the goal-
conditioned state-occupancy matching objective with target distributionp(s; g) := er ( s ;g )

Z (g) . Now, the
key challenge with optimizing this objective of�ine is that we cannot sample fromd� (s; g). To address
this issue, following [32], we �rst derive an of�ine lower bound involving anf -divergence (see
Appendix A for de�nition) regularization term, which subsequently enables solving this optimization
problem via its dual using purely of�ine data:
Proposition 4.2. Assume2 for all g in support ofp(g), 8s; dO (s; g) > 0 if p(s; g) > 0. Then, for any
f -divergence that upper bounds the KL-divergence,

� DKL (d� (s; g)kp(s; g)) � E(s;g ) � d� (s;g )

�
log

p(s; g)
dO (s; g)

�
� Df (d� (s; a; g)kdO (s; a; g)) (6)

The RHS of(6) can be understood as anf -divergence regularized GCRL objective with reward
functionR(s; g) = log p(s;g)

dO (s;g) (we use capitalR to differentiate user-chosen rewardR from the
environment rewardr ). Intuitively, this reward encourages visiting states that occur more often in the
“expert” state distributionp(s; g) than in the of�ine dataset, and thef -divergence regularization then
ensures that the learned policy is supported by the of�ine dataset. This choice of reward function can
be estimated in practice by training a discriminator [15]c : S � G ! (0; 1) using the of�ine data:

min
c

Eg� p(g)
�
Ep(s;g) [logc(s; g)] + EdO (s;g) [log 1� c(s; g)]

�
(7)

We can in fact obtain a looser lower bound that does not require training a discriminator (see B for a
derivation):

� DKL (d� (s; g)kp(s; g)) � E(s;g ) � d� (s;g ) [logp(s; g)] � Df (d� (s; a; g)kdO (s; a; g)) (8)

2This assumption is only needed in our technical derivation to avoid division-by-zero issue.
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Becausep(s; g) / er (s;g) , we may substituteR(s; g) := r (s; g) (when the of�ine dataset contains
reward labels) forlogp(s; g) and bypass having to train a discriminator for reward.

Now, for either choice of lower bound, we may pose the optimization problem with respect to valid
choices of state-action occupancies directly, introducing the Bellman �ow constraint (4):

max
d(s;a ;g) � 0

E(s;g ) � d(s;g ) [r (s; g)] � Df (d(s; a; g)kdO (s; a; g))

(P) s:t :
X

a

d(s; a; g) = (1 � 
 )� 0(s) + 

X

~s;~a

T(s j ~s; ~a)d(~s; ~a; g); 8s 2 S; g 2 G
(9)

This reformulation does not solve the fundamental problem that(9) still requires sampling from
d(s; g); however, it has now written the problem in a way amenable to simpli�cation using tools
from convex analysis. Now, we show that its dual problem can be reduced to anunconstrained
minimization problem over the dual variables which serve the role of a value function; importantly,
the optimal solution to the dual problem can be used to directly retrieve the optimal primal solution:
Proposition 4.3. The dual problem to(9) is

(D) min
V (s;g ) � 0

(1� 
 )E(s;g ) � � 0 ;p(g) [V (s; g)]+ E(s;a;g ) � dO [f ? (R(s; g) + 
 T V (s; a; g) � V (s; g))] ;

(10)
where f ? denotes the convex conjugate function off , V (s; g) is the Lagrangian vector, and
T V(s; a; g) = Es0� T ( �j s;a ) [V (s0; g)]. Given the optimalV � , the primal optimald� satis�es:

d� (s; a; g) = dO (s; a; g)f 0
? (R(s; g) + 
 T V � (s; a; g) � V � (s; g)) ; 8s 2 S; a 2 A; g 2 G (11)

A proof is given in Appendix B. Crucially, as neither expectation in(10)depends on samples from
d, this objective can be estimated entirely using of�ine data, making it suitable for of�ine GCRL.
For tabular MDPs, we show that for a suitable choice off -divergence, the optimalV � in fact admits
closed-form solutions; see Appendix D for details. In the continuous control setting, we can optimize
(10) using stochastic gradient descent (SGD) by parameterizingV using a deep neural network.

Then, once we have obtained the optimal (resp. converged)V � , we propose learning the policy via
the following supervised regression update:

max
�

Eg� p(g) E(s;a ) � dO (s;a ;g) [(f 0
?(R(s; g) + 
 T V � (s; a; g) � V � (s; g)) log � (a j s; g)] (12)

We see that the regression weights are the �rst-order derivatives of the convex conjugate off evaluated
at thedual optimal advantage, R(s; g) + 
 T V � (s; a; g) � V � (s; g); we refer to this weighting term
asf -advantage. Hence, we name our overall methodGoal-conditionedf -Advantage Regression
(GoFAR); an abbreviated high-level pseudocode is provided in Algorithm 1 and a detailed version
is provided in Appendix C. In practice, we implement GoFAR with� 2-divergence, a choice of
f -divergence that is stable for off-policy optimization [49, 32, 26]; see Appendix C for details.

Algorithm 1 Goal-Conditionedf -Advantage Regression
(Abbreviated); 3-disjoint steps

1: (Optionally) Train discriminator-based reward (7)
2: Train (optimal) dual value functionV � (s; g) (10)
3: Train policy� via f -Advantage Regression (12)

Note that(12)forgos directly minimiz-
ing (1) of�ine, which has been found
to suffer from training instability [21].
Instead, it naturally incorporates the
primal-dual optimal solutions in a re-
gression loss. Now, we will show that
this policy objective has several theo-

retical and practical bene�ts for of�ine GCRL that make it particularly appealing.

4.2 Optimal Goal-Weighting Property

We show that optimizing(12) automatically obtains theoptimal goal-weighting distribution. That is,
GoFAR trains its policy as if all the data is coming from the optimal goal-conditioned policy for(9).
In particular, this property is achieved without any explicit hindsight relabeling (see Appendix A for
a technical de�nition), a mechanism that prior works heavily depend on. To this end, we �rst de�ne
p(g j s; a) to be the conditional distribution of goals in the of�ine dataset conditioned on state-action
pair (s; a). Then, according to Bayes rule, we have that

p(g j s; a) =
dO (s; a; g)p(g)

dO (s; a)
) p(g)dO (s; a; g) = p(g j s; a)dO (s; a) (13)
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Using this equality, we can rewrite the policy objective (12) as follows:

min
�

� E(s;a ) � dO (s;a ) Eg� p(gjs;a ) [(f 0
?(R(s; g) + 
 T V � (s; a; g) � V � (s; g)) log � (a j s; g)] (14)

= min
�

� E(s;a ) � dO (s;a ) Eg� ~p(gjs;a ) [log � (a j s; g)] (15)

where

~p(g j s; a) / p(g j s; a) ( f 0
?(R(s; g) + 
 T V � (s; a; g) � V � (s; g)) = p(g j s; a)

d� (s; a; g)
dO (s; a; g)

(16)

Thus, we see that GoFAR'sf -advantage weighting scheme is equivalent to performing supervised
policy regression where goals are sampled from~p(g j s; a). Now, combining(16) and Bayes rule
gives

dO (s; a)~p(g j s; a) / dO (s; a)p(g j s; a)
d� (s; a; g)

p(gjs;a )dO (s;a )
p(g)

= p(g)d� (s; a; g) (17)

Thus, we can replace the nested expectations in(15)and obtain that GoFAR policy update amounts
to supervised regression of the state-action occupancy distribution of theoptimal policy to the
regularized GCRL problem (9):

� GoFAR = min
�

� Eg� p(g) E(s;a ) � d� (s;a ;g) [log � (a j s; g)] (18)

This derivation makes clear GoFAR's connection with the hindsight goal relabeling mechanism [3]
that is ubiquitous in GCRL: GoFAR automatically performs the optimal goal-weighting policy update
without any explicit goal relabeling. Furthermore, our derivation also suggests why hindsight relabel-
ing is sub-optimal without further assumption on the reward function [10]: it heuristically chooses
~p(g j s; a) to be the empirical trajectory-wise future achieved goal distribution (i.e., HER), which
generally does not coincide with the goals that the optimal policy would reach; see Appendix E.2 for
further discussion.

4.3 Uninterleaved Optimization and Performance Guarantee

An additional algorithmic advantage of GoFAR is that itdisentanglesthe optimization of the value
network and the policy network. This can be observed by noting that GoFAR's advantage term(11)
is computed usingV � , theoptimalsolution of the dual problem. This has the practical signi�cance
of disentangling the value-function update(10) from the policy update(12), as we do not need to
optimize the latter until the former has converged. This disentanglement is in sharp contrast to prior
GCRL works [47, 6, 11, 3], which typically involve alternating updates to the critic Q-network and
the policy network, a training procedure that has found to be unstable in the of�ine setting [23]. This
is unavoidable for prior works because their advantage functions are estimated using the Q-estimate
of thecurrentpolicy, whereas our advantage term naturally falls out from primal-dual optimality.

The uninterleaved and relabeling-free nature of GoFAR also allows us to derive strong performance
guarantees. BecauseV � is �xed in (12), this policy objective amounts to aweightedsupervised
learning problem. Therefore, we can extend and adapt mature theoretical results for analyzing
Behavior Cloning [1, 42, 46] as well as �nite sample error guarantees for weighted regression [7] to
obtain statistical guarantees on GoFAR's performance with respect to the optimal� � for (9):

Theorem 4.1. Assumesups;a;g
d� (s;a ;g)
dO (s;a ;g) � M andsupjr (s; g)j � Rmax . Consider a policy class

� : f S ! �( A)g such that� � 2 � . Then, for any� 2 (0; 1], with probability at least1 � � ,
GoFAR(18)will return a policy�̂ such that:

V � � V �̂ �
2Rmax M
(1 � 
 )2

r
ln( j� j=� )

N
(19)

Notably, the error shrinks as the size of theof�ine dataN increases, requiring no dependency on
access to data from the “expert” distributiond� . This provides a theoretical basis for GoFAR's
empirical scalability as we are guaranteed to obtain good results when the of�ine data becomes more
expansive. In contrast, prior regression-based GCRL methods cannot be easily reduced to a simple
weighted regression with respect to the desired goal distributionp(g), so they only obtain weaker
results under stronger assumptions on the of�ine data (e.g, full state-space coverage) as well as the
policy; see Appendix E.3 for discussion.
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that can push objects over short distances but fails for longer tasks. For these distant goals, we train
the goal-conditioned GoFAR value functionV � (� (s); g) and planner� (� (s0) j � (s); g) according
to (20)and(21), to set goals for� low . We use the same of�ine FetchPush data as in Section 5.1. We
compare two approaches: (1) naively using theLow-Level Controller , and (2) using the GoFAR
planner to guide the low-level controller (GoFAR Hierarchical Controller ). See Appendix G.4 for
additional details. We report the success rate over 100 random distant test goals in Table 2. We
see that naively commanding the low-level controller with these distant goals indeed results in very
low success rate. When the controller is augmented with GoFAR planner, the success rate nearly
doubles. Note that our planner itself is much superior: if all subgoals are perfectly reached,GoFAR
Planner (Oracle) achieves 84% success. See Appendix G.4 for additional experimental details.
These experiments validate GoFAR's ability to zero-shot transferring subgoal plans to enhance the
capabability of low-level controllers. Note that we have no access to any data from the target domain,
and this planning capability naturally emerges from our training objectives and does not require any
change in the algorithm. We show qualitative results in Appendix H.4 and videos in the supplement.

6 Conclusion

We have presented GoFAR, a novel regression-based of�ine GCRL algorithm derived from a state-
occupancy matching perspective. GoFAR is relabeling-free and enjoys uninterleaved training, making
it both theoretically and practically advantageous compared to prior state-of-art. Furthermore, GoFAR
supports training a goal-conditioned planner with promising zero-shot transfer capability. Through
extensive experiments, we have validated the practical utility of GoFAR in various challenging
problem settings, showing signi�cant improvement over prior state-of-art. We believe that GoFAR's
strong theoretical foundation and empirical performance make it an ideal candidate for scalable skill
learning in the real world.
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A Additional Technical Background

We provide some technical de�nitions that are needed in our proofs in Appendix B and discussions
of hindsight relabeling in Section 4.1 of the main text as well as Appendix E.2.
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A.1 f -Divergence and Fenchel Duality

These de�nitions are adapted from [32, 34].

De�nition A.1 (f -divergence). For any continuous, convex functionf and two probability distribu-
tionsp; q 2 �( X ) over a domainX , thef -divergence ofp computed atq is de�ned as

Df (pkq) = Ex � q

�
f

�
p(x)
q(x)

��
(22)

Some common choices off -divergence includes the KL-divergence and the� 2-divergence, which
corresponds to choosingf (x) = x logx andf (x) = 1

2 (x � 1)2, respectively.

De�nition A.2 (Fenchel conjugate). Given a vector spaceX with inner-producth�; �i , theFenchel
conjugatef ? : X? ! R of a convex and differentiable functionf : 
 ! R is

f ?(y) := max
x 2X

hx; yi � f (x) (23)

and any maximizerx � of f ?(y) satis�esx � = f 0
?(y).

For anf -divergence, under mild realizability assumptions [8] on f , the Fenchel conjugate ofD f (pkq)
at y : X ! R is

D?;f (y) = max
p2 �( X )

Ex � p[y(x)] � Df (pkq) (24)

= Ex � q[f ?(y(x))] (25)

and any maximizerp� of D?;f (y) satis�esp� (x) = q(x)f 0
?(y(x)) . These optimality conditions can

be seen as extensions of the KKT-condition.

A.2 Hindsight Goal-Relabeling

We provide a mathematical formalism of hindsight goal relabeling [3].

De�nition A.3. Given a statest from a trajectory� = f s0; a0; r0; :::; sT ; gg, hindsight goal-
relabeling is the goal-relabeling distribution

pHER (g j st ; at ; � ) = q[� (st ); :::; � (sT )] (26)

whereq is some categorical distribution taking values inf � (st ); :::; � (sT )g.

That is, the relabeled goal is selected from some distribution goals that are reached in the future in
the same trajectory. The most canonical choice ofq, known ashindsight experience replay(HER),
selectsq to be the uniform distribution. Once a goal~g is chosen, the reward label is also re-computed
using the reward function assumed by the algorithm:r t := r (st ; ~g).

B Proofs

In this section, we restate propositions and theorems in the paper and present their proofs.

B.1 Proof of Proposition 4.2

Proposition B.1. Assume for allg in support ofp(g), 8s; dO (s; g) > 0 if p(s; g) > 0. Then, for any
f -divergence that upper bounds the KL-divergence,

� DKL (d� (s; g)kp(s; g)) � E(s;g ) � d� (s;g )

�
log

p(s; g)
dO (s; g)

�
� Df (d� (s; a; g)kdO (s; a; g)) (27)

� E(s;g ) � d� (s;g ) [logp(s; g)] � Df (d� (s; a; g)kdO (s; a; g)) (28)

Proof. We �rst present and prove some technical lemma needed to prove this result. The following
lemmas and proofs are adapted from [32]; in particular, we extend these known results to the
goal-conditioned setting.
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Lemma B.1. For any pair of valid occupancy distributionsd1 andd2, we have

DKL (d1(s; g)kd2(s; g) � DKL (d1(s; a; g)kd2(s; a; g)) (29)

Proof. This lemma hinges on proving the following lemma �rst.

Lemma B.2.

DKL (d1(s; a; s0; g)kd2(s; a; s0; g)) = D KL (d1(s; a; g)kd2(s; a; g)) (30)

Proof.

DKL (d1(s; a; s0; g)kd2(s; a; s0; g))

=
Z

S� A � S� G
p(g)d1(s; a; s0; g) log

d1(s; a; g) � T(s0 j s; a)
d2(s; a; g) � T(s0 j s; a)

ds0dadsdg

=
Z

S� A � S� G
p(g)d1(s; a; s0; g) log

d1(s; a; g)
d2(s; a; g)

ds0dadsdg

=
Z

S� A � G
p(g)d1(s; a; g) log

d1(s; a; g)
d2(s; a; g)

dadsdg

=D KL (d1(s; a; g)kd2(s; a; g))

Using this result, we can prove Lemma B.1:

DKL (d1(s; a; g)kd2(s; a; g))

=D KL (d1(s; a; s0; g)kd2(s; a; s0; g))

=
Z

S� A � S� G
p(g)d1(s; a; s0; g) log

d1(s; a; g) � T(s0 j s; a)
d2(s; a; g) � T(s0 j s; a)

ds0dadsdg

=
Z

S� A � S� G
p(g)d1(s; g)� 1(a j s; g)T(s0 j s; a) log

d1(s; a; g) � T(s0 j s; a)
d2(s; a; g) � T(s0 j s; a)

ds0dadsdg

=
Z

p(g)d1(s; g)� 1(a j s; g)T(s0 j s; a) log
d1(s; g)
d2(s; g)

ds0dadsdg

+
Z

p(g)d1(s; g)� 1(a j s; g)T(s0 j s; a) log
� 1(a j s; g)T(s0 j s; a)
� 2(a j s; g)T(s0 j s; a)

ds0dadsdg

=
Z

p(g)d1(s; g) log
d1(s; g)
d2(s; g)

dsdg+
Z

p(g)d1(s; g)� 1(a j s; g) log
� 1(a j s; g)
� 2(a j s; g)

dadsdg

=D KL (d1(s; g)kd2(s; g)) + D KL (� 1(a j s; g)k� 2(a j s; g))
� DKL (d1(s; g)kd2(s; g))

Now given these technical lemmas, we have

DKL (d� (s; g)kp(s; g))

=
Z

p(g)d� (s; g) log
d� (s; g)
p(s; g)

�
dO (s; g)
dO (s; g)

dsdg; we assume thatdO (s; g) > 0 wheneverp(s; g) > 0.

=
Z

p(g)d� (s; g) log
dO (s; g)
p(s; g)

dsdg+
Z

p(g)d� (s; g) log
d� (s; g)
dO (s; g)

dsdg

� E(s;g ) � d� (s;g )

�
log

dO (s; g)
p(s; g)

�
+ D KL

�
d� (s; a; g)kdO (s; a; g)

�

where the last step follows from Lemma B.1. Then, for anyDf � DKL , we have that

� DKL (d� (s; g)kp(s; g)) � E(s;g ) � d� (s;g )

�
log

p(s; g)
dO (s; g)

�
� Df

�
d� (s; a; g)kdO (s; a; g)

�
(31)

17



Then, sinceE(s;g ) � d� (s;g )

h
log 1

dO (s;g)

i
� 0, we also obtain the following looser bound:

� DKL (d� (s; g)kp(s; g)) � E(s;g ) � d� (s;g ) [logp(s; g)] � Df
�
d� (s; a; g)kdO (s; a; g)

�
(32)

B.2 Proof of Proposition 4.3

Proposition B.2. The dual problem to(9) is
(D) min

V (s;g ) � 0
(1� 
 )E(s;g ) � � 0 ;p(g) [V (s; g)]+ E(s;a;g ) � dO [f ? (r (s; g) + 
 T V (s; a; g) � V (s; g))] ;

(33)
where f ? denotes the convex conjugate function off , V (s; g) is the Lagrangian vector, and
T V(s; a; g) = Es0� T ( �j s;a ) [V (s0; g)]. Given the optimalV � , the primal optimald� satis�es:

d� (s; a; g) = dO (s; a; g)f 0
? (r (s; g) + 
 T V � (s; a; g) � V � (s; g)) ; 8s 2 S; a 2 A; g 2 G (34)

Proof. We begin by writing the Lagrangian dual of the primal problem:

min
V (s;g) � 0

max
d(s;a ;g) � 0

E(s;g ) � d(s;g ) [log (r (s; g))] � Df (d(s; a; g)kdO (s; a; g))

+
X

s;g

p(g)V (s; g)

0

@(1 � 
 )� 0(s) + 

X

~s;~a

T(s j ~s; ~a)d(~s; ~a; g) �
X

a

d(s; a; g)

1

A
(35)

wherep(g)V (s; g) is the Lagrangian vector. Then, we note that
X

s;g

V(s; g)
X

~s;~a

T(s j ~s; ~a)d(~s; ~a; g) =
X

~s;~a;g

d(~s; ~a; g)
X

s

T(s j ~s; ~a)V (s; g) =
X

s;a;g

d(s; a; g)T V (s; a; g)

(36)
Using this, we can rewrite (35) as

min
V (s;g) � 0

max
d(s;a ;g) � 0

(1 � 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)] + E(s;a;g ) � d [(r (s; g) + 
 T V (s; a; g) � V (s; g))]

� Df (d(s; a; g)kdO (s; a; g))
(37)

And �nally,
min

V (s;g ) � 0
(1 � 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)] + max

d(s;a ;g) � 0
E(s;a;g ) � d [(r (s; g) + 
 T V (s; a; g) � V (s; g))]

� Df (d(s; a; g)kdO (s; a; g))
(38)

Now, we make the key observation that the inner maximization problem in(38) is in fact the Fenchel
conjugate ofDf (d(s; a; g)kdO (s; a; g)) at r (s; g) + 
 T V (s; a; g) � V (s; g). Therefore, we can
reduce (38) to an unconstrained minimization problem over the dual variables

min
V (s;g ) � 0

(1 � 
 )E(s;g ) � � 0 ;p(g) [V (s; g)] + E(s;a;g ) � dO [f ? (r (s; g) + 
 T V (s; a; g) � V (s; g))] ;

(39)
and consequently, we can relate the dual-optimalV � to the primal-optimald� using Fenchel duality
(see Appendix A:

d� (s; a; g) = dO (s; a; g)f 0
? (r (s; g) + 
 T V � (s; a; g) � V � (s; g)) ; 8s 2 S; a 2 A; g 2 G; (40)

as desired.

B.3 Proof of Theorem 4.1

Theorem B.3. Assumesups;a;g
d� (s;a ;g)
dO (s;a ;g) � M andsupjr (s; g)j � Rmax . Consider a policy class

� : f S ! �( A)g such that� � 2 � . Then, for any� 2 (0; 1], with probability at least1 � � ,
GoFAR(18)will return a policy�̂ such that:

V � � V �̂ �
2Rmax M
(1 � 
 )2

r
ln( j� j=� )

N
(41)

whereV � := E(s;g ) � ( � 0 ;g) [V (s; g)]:
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Proof. We begin by deriving an upper bound using the performance difference lemma [1]:

V � � V �̂ �
1

1 � 

Es� d� ;g� p(g) Ea� � � ( �j s;g ) A

�̂ (s; a; g) (42)

Then, using standard algebraic manipulations, we have:
1

1 � 

Es� d� ;g� p(g) Ea� � � ( �j s;g ) A

�̂ (s; a; g)

=
1

1 � 

Es� d� ;g� p(g)

�
Ea� � � ( �j s;g ) A

�̂ (s; a; g) � Ea� �̂ ( �j s;g ) A
�̂ (s; a; g)

�

�
Rmax

(1 � 
 )2 Es� d� ;g� p(g) [k� � (� j s; g) � �̂ (� j s; g)k1]

�
2Rmax

(1 � 
 )2 Es� d� ;g� p(g) [k� � (� j s; g) � �̂ (� j s; g)kTV ]

(43)

Then, sincesups;a;g
d� (s;a ;g)
dO (s;a ;g) � M , we can use Hoeffding's inequality with weighted empirical

loss [7] to obtain that:

V � � V �̂ �
2Rmax M
(1 � 
 )2

r
ln( j� j=� )

N
(44)

C GoFAR Technical Details

In this section, we provide additional technical details of GoFAR that are omitted in the main text.
These include (1) detail of the GoFAR discriminator training, (2) mathematical expressions of GoFAR
specialized to commonf -Divergences, and (3) a full pseudocode.

C.1 Discriminator Training

Training the discriminator 7 in practice requires choosingp(s; g). For simplicity, we setp(s; g) to be
the Dirac distribution centered atg: I (� (s) = g); this precludes having to choose hyperparameters
for p(s; g).

Once the discriminator has converged, we can retrieve the reward functionR(s; g) = log p(s;g)
dO (s;g) =

� log
�

1
c� (s;g) � 1

�
, sincec� (s; g) = dO (s;g)

p(s;g)+ dO (s;g) .

C.2 GoFAR with commonf -Divergences

GoFAR requires choosing af -divergence. Here, we specialize GoFAR to� 2-divergence as well as
KL-divergence as examples. Our practical implementation uses� 2-divergence, which we found to be
signi�cantly more stable than KL-divergence (see Section 5.1).
Example 1 (GoFAR with � 2-divergence). f (x) = 1

2 (x � 1)2, and we can show thatf ?(x) =
1
2 (x + 1) 2 andf 0

?(x) = x + 1 . Hence, the GoFAR objective amounts to

min
V (s;g) � 0

(1 � 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)] +
1
2

E(s;a;g ) � dO

h
(R(s; g) + 
 T V (s; a; g) � V (s; g) + 1) 2

i

(45)

and
d� (s; a; g) = dO (s; a; g) max (0; R(s; a; g) + 
 T V � (s; a; g) � V � (s; g) + 1) (46)

Example 2 (GoFAR with KL-divergence). We havef (x) = x logx and thatD?;f (y) =
logEx � q[expy(x)] [4]. Hence, the KL-divergence GoFAR objective is

min
V (s;g) � 0

(1 � 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)] + log E(s;a;g ) � dO [exp (R(s; g) + 
 T V (s; a; g) � V (s; g))]

(47)

and
d� (s; a; g) = dO (s; a; g)softmax (R(s; g) + 
 T V � (s; a; g) � V � (s; g)) (48)
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Now, we provide the full pseudocode for GoFAR implemented using� 2-divergence in Algorithm 2.

C.3 Full Pseudocode

Algorithm 2 GoFAR for Continuous MDPs

1: Require: Of�ine datasetdO , choice off -divergencef , choice ofp(s; g)
2: Randomly initialize discriminatorc , value functionV� , and policy� � .
3: // Train Discriminator (Optional)
4: for number of discriminator iterationsdo
5: Sample minibatchf si

d ; gi gN
i =1 � dO

6: Samplef sj
ggM

j =1 � p(s; gi ) 8i 2 1 : : : N
7: Discriminator objective:L c( ) = 1

N

P N
i =1 [log(1 � c (sj

d ; gi )) + 1
M

P M
j =1 [log c (sj

g ; gi )]]
8: Updatec using SGD:c  c � � crL c( )
9: end for

10: // Train Dual Value Function
11: for number of value iterationsdo
12: Sample minibatch of of�ine dataf si

t ; ai
t ; si

t +1 ; gi
t g

N
i =1 � dO ; f si

0gM
i =1 � � 0 , f gi

0gM
i =1 � dO

13: If discriminator, obtain reward:R(si
t ; gi

t ) = � log
�

1
c ( s i

t ;g i
t )

� 1
�

8i = 1 : : : N

14: If no discriminator, obtain reward:f R(si
t ; gi

t )g
N
i =1 � dO

15: Value objective:L V (� ) = 1� 

M

P M
i =1 [V� (si

0 ; gi
0)] + 1

N

P N
i =1

�
f ? (R i

t + 
V (si
t +1 ; gi

t ) � V (si
t ; gi

t ))
�

16: UpdateV� using SGD:V�  V� � � V rL V (� )
17: end for
18: // Train Policy With f -Advantage Regression
19: for number of policy iterationsdo
20: Sample minibatch of of�ine dataf si

t ; ai
t ; si

t +1 ; gi
t g

N
i =1 � dO

21: If discriminator, obtain reward:R(si
t ; gi

t ) = � log
�

1
c ( s i

t ;g i
t )

� 1
�

8i = 1 : : : N

22: If no discriminator, obtain reward:f R(si
t ; gi

t )g
N
i =1 � dO

23: Policy objective:L � (� ) =
P N

i =1

��
f 0

?

�
R i

t + 
V � (si
t +1 ; gi

t ) � V� (si
t ; gi

t

��
log � (a j s; g)

�

24: Update� � using SGD:� �  � � � � � rL (� )
25: end for

D GoFAR for Tabular MDPs

In Section 4.1 of the main text, we have stated that in tabular MDPs, GoFAR's optimal dual value
function (10) admits closed-form solution when we choose� 2-divergence. Here, we provide a
derivation of this result.

Recall the dual problem (1)

min
V (s;g) � 0

(1� 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)]+
1
2

E(s;a;g ) � dO

h
(R(s; g) + 
 T V (s; a; g) � V (s; g) + 1) 2

i

(49)

To derive a closed-form solution, we rewrite the problem in vectorized notation; we borrow our
notations from [32]. We �rst augment the state-space by concatenating the state dimensions and
the goal dimensions so that the new state space~S has dimensionS + G. Then, the new transition
function, with slight abuse of notation,T((s0; g0) j (s; g); a) = T(s j s; a)I (g0 = g); the new initial
state distribution is thus� 0(s; g) = � 0(s)p(g). Therefore,~T 2 RjSjj Gjj A j�j Sjj Gj

+ and� 0 2 RjSjj Gj
+ .

We assume that the of�ine datasetDO is collected by a behavior policy� b. We construct
a surrogate MDPM̂ using maximum likelihood estimation; that is,̂T((s0; g0) j (s; g); a) =
n (s;a;s 0)

n (s;a ) I (g0 = g), and we imputeT̂ ((s0; g) j (s; g); a) = 1
S when n(s; a) = 0 . Then, using

M̂ , we can computedO 2 RjSjj Gjj A j
+ using linear programming and de�ne rewardr 2 RjSjj Gj

+

asr (s; g) = log p(s;g)
dO (s;g) , wherep(s; g) 2 RjSjj Gj

+ . Now, de�ne T 2 RjSjj Gjj A j�j Sjj Gj such that

(T V )(s; a; g) =
P

s0T((s0; g) j (s; g); a)V (s0; g), whereV 2 RjSjj Gj
+ is the dual optimization

variables. We also de�neB 2 RjSjj Gjj A j�j Sjj Gj such that(BV)(s; a; g) = V (s; g). Finally, we de�ne
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D = diag( dO ) 2 RjSjj Gjj A j�j Sjj Gjj A j . Now, we can rewrite the dual problem as follow:

min
V (s;g) � 0

(1 � 
 )E(s;g ) � ( � 0 ;p(g)) [V (s; g)] +
1
2

E(s;a;g ) � dO

h
(R(s; g) + 
 T V (s; a; g) � V (s; g) + 1) 2

i

) min
V (s;g)

(1 � 
 )� >
0 V +

1
2

E(s;a;G ) � dO

2

6
4

0

B
@BR(s; a; g) + 
 T V (s; a; g) � B V (s; a; g)

| {z }
R V (s;a ;g)

+1

1

C
A

23

7
5

) min
V (s;g)

(1 � 
 )� >
0 V +

1
2

(RV + I )> D(RV + I )

(50)

Now, we recognize that(50) is equivalent to Equation 49 in [32], as we have reduced goal-conditioned
RL to regular RL with an augmented state-space. Now, using the same derivation as in [32], we have
that

V � =
�
(
 T � B )> D(
 T � B )

� � 1 �
(
 � 1)� 0 + ( B � 
 T )> D(I + BR)

�
(51)

and we can recoverd� (s; a; g):

d� (s; a; g) = dO (s; a; g) (BR(s; a; g) + 
 T V � (s; a; g) � B V � (s; a; g) + 1) (52)

Givend� , we may extract the optimal policy� � by marginalizing over actions:

� � (a j s; g) =
d� (s; a; g)

P
a d� (s; a0; g)

=
dO (s; a; g) (R(s; g) + 
 T V (s; a; g) � V (s; g))

P
a dO (s; a; g) (R(s; g) + 
 T V (s; a; g) � V (s; g))

(53)

E Additional Technical Discussion

E.1 Connecting Goal-Conditioned State-Matching and Probabilistic GCRL

Suppose the GCRL problem comes with a reward functionr (s; g). We also show that there is an
equivalent goal-conditioned state-occupancy matching problem with a target distributionp(s; g)
de�ned based onr (s; g).
Proposition E.1. (Proposition 4.1 in the paper) Given anyr (s; g), for eachg in the support ofp(g),
de�ne p(s; g) = er ( s ;g )

Z (g) , whereZ (g) :=
R

er (s;g) ds is the normalizing constant. Then, the following
equality holds:

� DKL (d� (s; g)kp(s; g)) + C = (1 � 
 )J (� ) + H(d� (s; g)) (54)

whereJ (� ) is the GCRL objective (Eq.(2)) with rewardr (s; g) andC := Eg� p(g) [logZ (g)] is a
constant.

Proof. We have that

(1 � 
 )J (� )
= Eg� p(g) Es� d� (s;g) [r (s; g)]

= Eg� p(g) Es� d� (s;g)

h
loger (s;g)

i

= Eg� p(g) Es� d� (s;g)

�
log

er (s;g) Z (g)
Z (g)

�

= Eg� p(g) Es� d� (s;g)

�
log

er (s;g)

Z (g)

�
+ Eg� p(g) [logZ (g)]

= Eg� p(g) Es� d� (s;g)

�
log

er (s;g)

Z (g)
�

d� (s; g)
d� (s; g)

�
+ C

= Eg� p(g) Es� d� (s;g)

�
log

p(s; g)
d� (s; g)

�
+ Eg� p(g) Ed� (s;g) [logd� (s; g)] + C

= Eg� p(g) [� DKL (d� (s; g)kp(s; g)) � H (d� (s; g))] + C

(55)

Rearranging the inequality gives the desired result.
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A constant termC appear in the equality to account for the need for normalizinger (s;g) to make it a
proper distribution. This, however, does not change the optimal solution for the goal-conditioned
state-occupancy matching objective. Therefore, we have shown that for any choice of rewardr (s; g),
solving the GCRL problem with a maximum state-entropy regularization is equivalent to optimizing
for the goal-conditioned state-occupancy matching objective with target distributionp(s; g) := er ( s ;g )

Z (g) .

E.2 Optimality Conditions for Hindsight Relabeling

In section 4.2, we have stated that HER is not optimal for most choices of reward functions. In this
section, we investigate conditions under which hindsight relabeling methods such as HER would be
optimal.

Let the goal-relabeling distribution for HER bepHER (g j s; a); we do not specify the functional form
of pHER (g j s; a) for generality (see 26). Then, in order for this distribution to be optimal, then it
must satisfy

pHER (g j s; a) = p(g j s; a)( f 0
?(R(s; g) + 
 T V � (s; a; g) � V � (s; g)) (56)

Then, the choice ofr (s; g) such that this equality holds is the reward function for which HER would
be optimal. However, solving forr (s; g) is generally challenging and we leave it to future work for
investigating whether doing so is possible for generalf -divergence coupled with neural networks.

This optimality condition is related to a prior work [10], which has found that hindsight relabeling is
optimal in the sense of maximum-entropy inverse RL [50] for a peculiar choice of reward function
(see Equation 9 in [10]), which cannot be implemented in practice. Our result is more general as it
applies to any choice off -divergence, and is not restricted to the form of maximum-entropy inverse
RL.

E.3 Theoretical Comparison to Prior Regression-based GCRL methods

In section 4.3, we have stated that GoFAR's theoretical guarantee (Theorem 4.1) is stronger in nature
compared to prior regression-based GCRL methods. Here, we provide an in-depth discussion.

Both GCSL [14] and WGCSL [47] prove that their objectives are lower bounds of the true RL
objective (Theorem 3.1 in [14] and Theorem 1 in [47], respectively); however, in both works, the
lower bounds are loose due to constant terms that do not depend on the policy and hence do not
vanish to zero. In contrast, GoFAR's objective(6) is, by construction, a lower bound on the RL
objective, as it simply incorporates af -divergence regularization. If the of�ine datadO is on-policy,
then our lower bound is an equality. In contrast, even with on-policy data, the lower bounds in both
GCSL and WGCSL are still loose due to the unavoidable constant terms.

GCSL also proves a sub-optimality guarantee (Theorem 3.2 in [14]) under the assumption of full
state-space coverage. Though full state-space coverage has been considered in some prior of�ine
RL works [24, 31], it is much stronger than the concentrability assumption in our Theorem 4.1,
which only applies tod� . Furthermore, this guarantee is not statistical in nature, and instead directly
makes a strong assumption on themaximumtotal-variance distance between� and optimal� � for the
GCSL objective, which is dif�cult to verify in practice. In contrast, our bound suggests asymptotic
optimality: given enough of�ine data, the solution to GoFAR's policy objective will converge to
� � . Finally, WGCSL proves a policy improvement guarantee (Proposition 1 in [47]) under their
exponentially weighted advantage; the improvement is not a strict equality, and consequently there is
no convergence guarantee to the optimal policy. Furthermore, this result is not directly dependent on
their use of an advantage function, so it is not clear the precise role of their advantage function in
their algorithm.

F Task Descriptions

In this section, we describe the tasks in our experiments in Section 5.
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F.2 Hand Reach

Uses a 24 DoF robot hand with a 20 dimensional action space. Observations consist of each of the 24
joints' positions and velocities. The goal space is 15 dimensional corresponding to the positions of
each of its �ve �ngers. The goal is achieved when the mean distance of the �ngers to their goals is
less than 1cm. The reward is binary and sparse: 0 if the goal is reached and -1 otherwise, i.e.

r (s; a; g) = 1 � 1

 
1
5

5X

i =1

ksi � gi k2 � 0:01

!

F.3 D'ClawTurn (Simulation)

First introduced by Ahn et al. [2], the D'Claw environment has a 9 DoF three-�ngered robotic hand.
The turn task consists of turning the valve to a desired angle. The initial angle is randomly chosen
from [� �

3 ; �
3 ]; the target angle is randomly chosen from[� 2� �

3 ; 2� �
3 ]. The observation space is 21D,

consisting of the current joint angles� t , their velocities_� , angle between current and goal angle, and
the previous action. The environment terminates after 80 steps. The reward function is de�ned as:

r = 1
� �

�
�
�arctan2

�
sy;obj

sx;obj

�
� arctan2

�
gy;obj

gx;obj

� �
�
�
� � 0:1

�

F.4 D'ClawTurn (Real)

To make real-world data collection easier, we slightly modify the initial and target angle distributions.
The initial angle is randomly chosen from[� �

3 ; �
3 ]; the target angle is randomly chosen from[� �

2 ; �
2 ].

Using this task distribution, collecting 400K transitions with random actions takes about 15 hours. In
Figure 8, we also include a larger picture of the robot platform.

Figure 8: The D'Claw tri-�nger platform.

G Experimental Details

In this section, we provide experimental details omitted in Section 5 of the main text. These include
(1) technical details of the baseline methods, (2) hyperparameter and architecture details for all
methods, (3) of�ine GCRL dataset details, and �nally, (4) experimental details of the zero-shot
transfer experiment.

G.1 Baseline Implementation Details

DDPG. We use an open-source implementation of DDPG, which has already tuned DDPG on the
set of Fetch tasks. We implement all other methods on top of this implementation, keeping identical
architectures and hyperparameters when appropriate. The critic objective is

min
Q

E(st ;a t ;s t +1 ;g) � d ~O [(r (st ; g) + 
 �Q(st +1 ; � (st +1 ; g); g) � Q(st ; at ; g))2] (57)

where �Q denotes the stop-gradient operation. The policy objective is

min
�

� E(st ;a t ;s t +1 ;g) � d ~O [Q(st ; � (st ; g); g)] (58)
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DDPG updates the critic and the policy in an alternating fashion.

ActionableModel. We implement AM on top of DDPG. Speci�cally, we add a CQL loss in the critic
update:

E(s;g ) � d ~O ;a � exp( Q) [Q(s; a; g)] (59)

whered ~O is the distribution of the relabelled dataset. In practice, we sample10 random actions
from the action-space to approximate this expectation. Furthermore, we implement goal-chaining,
where for half of the relabeled transitions in each minibatch update, the relabelled goals are randomly
sampled from the of�ine dataset. We found goal-chaining to not be stable in some environments, in
particular, FetchPush, FetchPickAndPlace, and FetchSlide. Therefore, to obtain better results, we
remove goal-chaining for these environments in our experiments.

GCSL. We implement GCSL by removing the DDPG critic component and changing the policy loss
to maximum likelihood:

min
�

� E(s;a;g ) � d ~O [log � (a j s; g)] (60)

WGCSL. We implement WGCSL on top of GCSL by including a Q-function. The Q-function is
trained using TD error as in DDPG and provided an advantage weighting in the regression loss.
The advantage term we compute isA(st ; at ; g) = r (st ; g) + 
Q (st +1 ; � (st +1 ; g); g) � Q(st ; at ; g).
Using this, the WGCSL policy objective is

min
�

� E(st ;a t ;� (si )) � d ~O

�

 i � t expclip (A(st ; at ; � (si ))) log � (at j st ; � (si ))

�
(61)

where we clipexp(�) for numerical stability. The original WGCSL uses different HER rates for
the critic and the actor training. To make the implementation simple and consistent with all other
approaches, we use the same HER rate for both components. We note that the original WGCSL com-
putes the advantage term slightly differently asA(st ; at ; g) = r (st ; g) + 
Q (st +1 ; � (st +1 ; g); g) �
Q(st ; � (st ; g); g); this version of WGCSL3 is incorporated in our open-sourced code.

With the exception of AM, all baselines set the goal-relabeling distributiond ~O to be the uniform
distribution over future states in the same trajectory (See Equation (26)).

G.2 Architectures and Hyperparameters

Each algorithm uses their own set of �xed hyperparameters for all tasks. WGCSL, GCSL, and DDPG
are already tuned on our set of tasks [39, 47], so we use the reported values from prior works; AM, in
our implementation, shares same networks as DDPG, so we use DDPG's values. For GoFAR, we
use identical hyperparameters as WGCSL because they share similar network components; GoFAR
additionally trains a discriminator, for which we use the same architecture and learning rate as the
value network. We impose a small discriminator gradient penalty [16] to prevent over�tting. For all
experiments, We train each method for 3 seeds, and each training run uses 400k minibatch updates of
size 512. The architectures and hyperparameters for all methods are reported in Table 3.

G.3 Of�ine GCRL Experiments

Datasets. For each environment, the of�ine dataset composition is determined by whether data
collected by random actions provides suf�cient coverage of the desired goal distribution. For
FetchReach and D'ClawTurn, we �nd this to be the case and choose the of�ine dataset to be 1 million
random transitions. For the other four tasks, random data does not capture meaningful goals, so we
create a mixture dataset with 100K transitions from a trained DDPG-HER agent and 900K random
transitions; the transitions are not labeled with their sources. This mixture setup has been considered
in prior works [21, 32] and is reminiscent of real-world datasets, where only a small portion of the
dataset is task-relevant but all transitions provide useful information about the environment.

G.4 Zero-Shot Transfer Experiments

We use GoFAR (Binary) variant for trainning the GoFAR planner. The low-level controller is trained
using an online DDPG algorithm on a narrow goal distribution, set to be closed to the object's initial
positions.

3We thank Joey Hejna for pointing out this difference in an email correspondence.
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Table 3: Of�ine GCRL Hyperparameters.

Hyperparameter Value

Hyperparameters Optimizer Adam [22]
Critic learning rate 5e-4 (1e-3 for AM/DDPG)
Actor learning rate 5e-4 (1e-3 for AM/DDPG)
Discriminator learning rate 5e-4
Discriminator gradient penalty 0.01
Mini-batch size 256
Discount factor 0.98

Architecture Discriminator hidden dim 256
Discriminator hidden layers 2
Discriminator activation function ReLU
Critic (resp. Value) hidden dim 256
Critic (resp. Value) hidden layers 2
Critic (resp.Value) activation function ReLU
Actor hidden dim 256
Actor hidden layers 2
Actor activation function ReLU

GoFAR Hierarchical Controller operates by �rst generating a sequence of subgoals(g1; :::; gT ) using
� high by recursively feeding the newest generated goal and conditioning on the �nal goalg. Then, at
each time stept, the low-level controller executes action� low (at j st ; gt ). The high-level subgoals
are not re-planned during low-level controller execution. We note that this is a simple planning
algorithm, and improvement in performance can be expected by considering more sophisticated
planning approaches.

H Additional Results

H.1 Of�ine GCRL Full Results

In this section, we provide the full results table for discounted return, �nal distance, and success rate
metrics, including error bars over 10 random seeds. The number inside the parenthesis indicates
the best HER rate for the baseline methods on the task. Star (?) indicate statistically signi�cant
improvement over the second best-performing method under a 2-samplet-test.

Table 4: Discounted Return on of�ine GCRL tasks, averaged over10 random seeds.
Task Supervised Learning Actor-Critic

GoFAR (Ours) WGCSL GCSL AM DDPG

FetchReach 28.2� 0.61 21.9� 2.13 (1.0) 20.91� 2.78 (1.0) 30.1� 0.32 (0.5) 29.8� 0.59 (0.2)
FetchPick 19.7� 2.57 9.84� 2.58 (1.0) 8.94� 3.09 (1.0) 18.4� 3.51 (0.5) 16.8� 3.10 (0.5)
FetchPush (?) 18.2� 3.00 14.7� 2.65 (1.0) 13.4� 3.02 (1.0) 14.0� 2.81 (0.5) 12.5� 4.93 (0.5)
FetchSlide 2.47� 1.44 2.73� 1.64 (1.0) 1.75� 1.3(1.0) 1.46� 1.38 (0.5) 1.08� 1.35 (0.5)

HandReach (?) 11.5� 5.26 5.97� 4.81 (1.0) 1.37� 2.21 (1.0) 0. � 0.0 (0.5) 0.81� 1.73 (0.5)
D'ClawTurn (?) 9.34� 3.15 0.0� 0.0 (1.0) 0.0� 0.0 (1.0) 2.82� 1.71 (1.0) 0.0� 0.0 (0.2)

Average Rank 1.5 3 4.17 2.83 4

Table 5: Final Distance on of�ine GCRL tasks, averaged over10 random seeds.
Task Supervised Learning Actor-Critic

GoFAR (Ours) WGCSL GCSL AM DDPG

FetchReach 0.018� 0.003 0.007� 0.0043(1.0) 0.008� 0.008(1.0) 0.007� 0.001 (0.5) 0.041� 0.005(0.2)
FetchPickAndPlace 0.036� 0.013 0.094� 0.043(1.0) 0.108� 0.060(1.0) 0.040� 0.020(0.5) 0.043� 0.021(0.5)
FetchPush 0.033� 0.008 0.041� 0.020(1.0) 0.042� 0.018(1.0) 0.070� 0.039(0.5) 0.060� 0.026(0.5)
FetchSlide (?) 0.120� 0.02 0.173� 0.04(1.0) 0.204� 0.051(1.0) 0.198� 0.059(0.5) 0.353� 0.248(0.5)

HandReach (?) 0.024� 0.009 0.035� 0.012(1.0) 0.038� 0.013(1.0) 0.037� 0.004(0.5) 0.038� 0.013(0.5)
D'ClawTurn (?) 0.92� 0.28 1.49� 0.26 (1.0) 1.54� 0.15 (1.0) 1.28� 0.26 (1.0) 1.54� 0.13 (0.2)

Average Rank 1.5 2.33 4.25 2.67 4.5
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Table 6: Success Rate on of�ine GCRL tasks, averaged over10 random seeds.
Task Supervised Learning Actor-Critic

GoFAR (Ours) WGCSL GCSL AM DDPG

FetchReach 1.0� 0.0 0.99� 0.01 (1.0) 0.98� 0.05 (1.0) 1.0 � 0.0 (0.5) 0.99� 0.02 (0.2)
FetchPickAndPlace 0.84� 0.12 0.54� 0.16 (1.0) 0.54� 0.20(1.0) 0.78� 0.15(0.5) 0.81� 0.13(0.5)
FetchPush (?) 0.88� 0.09 0.76� 0.12(1.0) 0.72� 0.15(1.0) 0.67� 0.14 (0.5) 0.65� 0.18 (0.5)
FetchSlide 0.18� 0.12 0.18� 0.14(1.0) 0.17� 0.13 (1.0) 0.11� 0.09 (0.5) 0.08� 0.11 (0.5)

HandReach 0.40� 0.20 0.25� 0.23 (1.0) 0.047� 0.10 (1.0) 0.0 � 0.0 (0.5) 0.023� 0.054(0.5)
D'ClawTurn (?) 0.26� 0.13 0.0� 0.0 (1.0) 0.0� 0.0 (1.0) 0.13� 0.14 (1.0) 0.01� 0.02 (0.2)

Average Rank 1 3 4 3.33 3.67

H.2 Ablations

We also include the full task-breakdown table of GoFAR ablations presented in Figure 4 for complete-
ness. As shown in 7, GoFAR and GoFAR (HER) perform comparatively on all tasks. GoFAR (binary)
is slightly worse across tasks, and GoFAR (KL) collapses due to the use of an unstablef -divergence.

Table 7: GoFAR Ablation Studies
Variants FetchReach FetchPickAndPlace FetchPush FetchSlide HandReach DClawTurn

GoFAR 27.8� 0.55 19.5� 4.13 18.9� 3.87 3.67� 0.78 11.9� 3.00 9.34� 3.15
GoFAR (HER) 28.3� 0.65 19.8� 2.82 20.5� 2.29 3.85� 0.80 8.02� 5.70 10.51� 3.51
GoFAR (Binary) 26.1� 1.14 17.4� 1.78 17.4� 2.67 3.69� 1.75 6.01� 1.62 5.13� 4.05
GoFAR (KL) 0� 0.0 0� 0.0 0� 0.0 0� 0.0 0� 0.0 0� 0.0

H.3 Real-World Dexterous Manipulations

In our qualitative analysis, we visualize all methods on a speci�c task instance of turning the valve
prong (marked by theredstrip) clockwise for90 degree; the goal location is marked by thegreen
strip. The robot initial pose is randomized. As shown in Figure 9, GoFAR reaches the goal with three
random initial poses, whereas all baselines fail. See the �gure captions for detail. Policy videos are
included in the supplementary material.
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(a) GoFAR robustly achieved the goal with three random initial poses; in the �rst two runs, it demonstrates
“recovery” behavior, as the robot would initially overshoot and then turn the valve counterclockwise. In the last
run, the robot initially undershoots and then turns again to reach the goal.

(b) Baselines fail to turn the volve prong (marked by theredstrip) to the goal angle (marked by thegreenstrip).
AM is the only method that is able to rotate the prong to some degree, though it overshoots in this case and
exhibits unnatural behavior.

Figure 9: D'ClawTurn policy visualization.

H.4 Zero-Shot Plan Transfer

We visualize GoFAR hierarchical controller and the plain low-level controller on three distinct goals
in Figure 10. See the �gure caption for detail. Policy videos are included in the supplementary
material.
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(a) Goal 1

(b) Goal 2

(c) Goal 3

Figure 10: Qualitative comparison of GoFAR hierarchical controller (top) vs. plain low-level con-
troller (bottom) on representative goals in the Franka pushing task.Redcircles represent intermediate
subgoals generated by the GoFAR planner. As shown, the low-level controller only succeeds in Goal
3, whereas the hierarchical controller achieves the distant goals in all three cases.
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